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Good afternoon.  I’m a Graduate Teaching Assistant at
the University of Warwick.  I have to do a certain
amount of teaching, which funds me for a PhD in
Computer Science.
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Internet technology provides a wonderful new
communications medium,

but computers are still not teachers.
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This intuitive thought led me to try an experiment at
Warwick in January, which I’d like to show you.  I’ll
take questions at the end.

I help out with a module named Design of Information
Structures – Java and some basic Computer Science.
It’s taught with lectures, an assignment, an
examination and also lab sessions.  More on the
process later – first the system.



This year, the first years on the module encountered
this system during their lab sessions.  We call it
OASYS, short for On-line Assessment SYStem.

This screenshot shows a multiple choice question,
which the student answers by selecting the appropriate
radio button.  They can also navigate around the test
using the buttons at the top.  The colours show the
questions that have been answered.

But!  Multiple choice questions are not the main
emphasis in OASYS.



Open questions are the main emphasis in OASYS.  We
might ask students to outline some Java code, or
explain something.  Their free text response goes into a
database.

Their free text response cannot be automatically
marked, as it is so free-form.

The tests you are seeing happen during supervised lab
sessions, 60 students at a time.



  

Because free-form answers cannot be automatically
marked, we ask students to mark one another’s scripts.

Marking is typically done in the students’ own time.

This interface shows the original question, some
marking guidelines and the script requiring
assessment.  The student grades the answer on several
scales representing defined criteria.  They can also
leave a comment for additional feedback.



  

Multiple choice questions are automatically marked,
and the feedback is in the sort of interface you might
expect, and is not shown here.

Once other students have marked your script, you can
view the feedback in this interface.

Notice that three other students have given marks here.
This is all anonymous.

There are also other interfaces for seeing summaries of
a test, editing questions and so on.
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This slide shows the technical architecture of the
system.  The web server deals with typically more than
60 clients during a test session.

Standard, unchanging web pages are served up as well
as pages generated on-the-fly by scripts that I wrote
which can access the database.

PHP is similar to ASP, VB script, CGI.  This system is
built entirely from free software.

… x 60



January 1999

Dear S.Tudent,

Design of Information Structures

Lectures

Assignment
Examination

4 lab sessions

on-line worksheet 1 1
4 hour 0%

paper-based test 1
2  hour 10% total

Copies: Approx 240 students in 6 groups

The background to OASYS goes something like this.  In
1999, poorly-attended seminars were replaced with
more active lab sessions, where students did a
worksheet with help from demonstrators and were
then tested under exam conditions.  Tests were given
module credit to encourage attendance.  Unfortunately
the 800 scripts that this generated created many
difficulties when marking with only 4 demonstrators
available.  Eventually all we managed to give was
minimal, late feedback, which was simply a number
from 0-3.  The tests were good for encouraging
attendance, but not for giving formative feedback.



January 1999
January 2000

Dear S.Tudent,

Design of Information Structures

Lectures
Assignment

Examination

4 lab sessions

on-line worksheet 1 1
4 hour 0%

paper-based test          1
2  hour           10% total

on-line test 30 mins 10% total
mark 3 scripts 1 hour? small%

Copies: Approx 240 students in 6 groups

This year, we replaced the paper-based tests with
OASYS, which I managed to put together in about 2
weeks.

We gave a small amount of credit for participating by
marking scripts.



70% 64% 77%
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The staff:student ratio on the module is about 30:1.
Students create scripts during lab sessions under exam
conditions, then mark 3 other students’ work before
their next session, in their own time.  This is a
reasonable request to make as the computing facilities
available on the Warwick campus are fairly good.
OASYS needs to be up 24/7, and it implements
privileges to ensure scripts can only be modified
during test sessions.  If the variance of marks is high,
the script is highlighted for moderation.  Students can
also ask for moderation if they feel it is needed.



PRO
• Fast, meaningful, human feedback
• Anonymous
• Transparent
• Read as well as write code
• Active evaluation and reflection
• Expert moderation if required
• Real-time analysis
• Can’t lose a script!

CON
• Forgotten passwords
• Mistakes are harder to fix
• Most work is “up front”
• Special cases are hard
• Scripts or questions?
• Summative or formative?

Peer assessment obviously invites criticism about “the
blind leading the blind”.  I attempted to justify this to
the students in advance, using some of the points on
this slide.  OASYS is transparent in that it allows
feedback to be seen as soon as it is given.  It is
important for students to read code as few systems in
industry are written entirely from scratch.  Marking is
a process of active evaluation, and hopefully it
encourages learners to reflect upon their own answers.
By real-time analysis I mean that scripts can be seen
building up during the progress of the test: we can see
when the submission of answers start to slow down.

I made a few mistakes: we tagged the wrong MCQ
stem as correct at one point.  I chose not to implement a
solution as it would have caused a large wart.  One
session was aborted by a colleague, and arranging for
the students to finish up took much time.  Much work
is “up front”: the marking guidelines and everything
must be ready before the students touch the system.  I was
late in constructing the feedback interface which
caused some disappointment as we shall see.  “Special
cases”: I restricted the tests to the rooms set out in our
timetable, which of course later changed.  In general, I
believe that every restriction will meet an exception.

There are many possible combinations of cases of
unmarked, partially marked, auto-marked or
unanswered questions which cause problems when
collating the data into a complete script.  The potential
flexibility itself creates problems.  Was it a summative
or a formative test?  We felt it was primarily formative.
Unfortunately the tiny amount of credit (10% of
module credit, a very small part of the overall degree)
lead some learners to perceive the tests as summative.



“In total, I spent this amount of time marking”
64.5 minutes (about 5 mins per script)

“When marking, I realised mistakes I had made in
my own answers”

Yes 90%, No 10%

“I received speedy feedback on my work in the
tests”

Agree 15%, Indifferent 27%, Disagree 56%
(unanswered 2%)

“Anonymous marking of the tests is important to
me”

Agree 53%, Indifferent 41%, Disagree 7%

Learners who stated they marked more scripts
tended to receive a higher final mark themselves.

Learners with a strong ‘reproducing’ orientation
tended to receive lower marks and found marking
difficult.

After the labs had finished, I asked the students to
complete a questionnaire.  The amount of time they
had spent marking was not as much as I’d hoped!  90%
reconsidered their answers, which is encouraging and
certainly better than never looking at the test again.
They didn’t receive speedy feedback due to my late
implementation of the feedback interface.  Anonymity
was important to these students, probably as they are
all answering the same questions.

The more marking they did, the better their own
results became: which may in itself justify the worth of
peer assessment.  The questionnaire I gave
incorporated some of Entwhistle’s Approach to Study
questionnaire.  Reproducers (who might do well on a
solely multiple choice question based test) didn’t do
well here.



Paper OASYS
Date Jan 1999 Jan 2000
Staff 6 6

Students 212 240
Staff time 170 person hours? 230 person hours?

(110 hours in 2001?)
Student time 1600 person hours 1800 person hours

Average mark (stdev) 48% (2.6) 42% (0.2)
Best case feedback time 2 weeks 1 hour?

Worst case feedback time 4 weeks, 2 days 3 weeks, 5 days
(max 2 weeks in 2001?)

Resources 2400 sheets of paper? 83Mb of server space

To compare with last year’s paper-based system.  We
lost this year in terms of staff time, but perhaps next
year we will see some benefit now that the system is
built.  Intriguingly, the average mark stayed the same,
but the marks were less spread.  The minimum
feedback time is now potentially zero (in fact, it is zero
for multiple choice questions which are auto-marked).
The maximum feedback time was bad due to the late
implementation of the feedback interface, but next year
it should be at the theoretical maximum of 2 weeks,
(depending on timetable logistics), but it is highly
improbable that it would be that long.



So, to sum up, the tests are there for two reasons.  We
can’t comfortably mark them, let alone moderate them.
Some of the questions that we would like to ask can’t
be automatically marked, or “computers are still not
teachers”, the point I started with.  This might seem a
little pessimistic, but I don’t think it is – computers can
be used to greatly improve communications between
humans, as I hope I’ve shown.

• Desire credited tests to encourage active attendance
and provide feedback to learners.

• Not enough staff resource to mark (and moderate?!)
800 scripts on time with meaningful feedback.

• Not possible to automatically mark some of the
questions we would like to ask.

… peer assessment



http://www.dcs.warwick.ac.uk/~ashley/Research/OASYS/

A fuller “OASYS tour” than I’ve given in this
presentation is available at this URL.

This paper is also a topic for discussion on the
conference web board.

http://www.dcs.warwick.ac.uk/~ashley/Research/OASYS/

